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Abstract: Elevation is the main information of the earth, and different models are provided for a 
better understanding of the earth. To have a digital elevation model (DEM), the height of the area 
must be gathered. However, it is not always possible to conduct a comprehensive survey in the 
area and calculate the whole surface. The best way is surveying some points, then estimating the 
elevation using these points. The purpose of this paper is to use interpolation methods to estimate 
elevation. In this paper, the three usual methods are chosen and introduced, then their perfor-
mances are compared. These methods include inverse distance weighting (IDW), the Kriging 
method, and artificial neural network (ANN). The results show that the ANN models the elevation 
better than the two other methods with root mean square error (RMSE) equals to 5.9 m. 
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Introduction   
 

Elevation is necessary data in research involving 
studies of the earth's land surface [1]. This data is a 
fundamental input parameter for determining slope 
[2], agricultural applications [3], modeling for tele-
communications [4],  process engineering problems 
[5, 6]. For perceiving the earth surface, geoscientists 
use different methods to model ground elevation [7]. 
For example, digital elevation model (DEM) is one of 
the most used models that illustrate the earth 
surface.  This elevation model is usually made up of 
equal-sized grid cells, which represent an elevation 
value. Since DEMs have a variety of applications, the 
quality of DEMs is essential [8].  
 
The ground survey technique is one of the most used 
techniques to obtain elevation data. The ground 
survey gathers the location of the points (latitude, 
longitude, and elevation) with high accuracy [9]. 
However, it is hard work to conduct a comprehensive 
ground survey in areas of interest. Therefore, a re-
quirement arises for a practical elevation estimation 
method.   Different methods exist for this purpose such 
as multiple linear regression, nearest neighbor, 
inverse distance to power, minimum curvature, 
Kriging, inverse distance weighting (IDW), artificial 
neural network  (ANN) [10, 11]. 
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In this article, ANN, Kriging, and IDW methods are 

used to model earth surface, then these methods are 

compared. ANN is used widely by researchers to 

overcome the challenges in their researches. In this 

paper, ANN is used to generate the elevation model of 

the entire study area by taking some sample points. 

Its performance is then evaluated and compared with 

Kriging and IDW methods. 

 

Study Area 
 

The study area is located in the central part of Iran's 

plateau in Yazd province. The geographical location of 

the study area is from 31° 53' 00"N to 31° 56' 30"N 

latitude and from 53° 50' 00"E to 53° 54' 30"E longi-

tude with the dimension of about 6000x6700 m2, 530 

sample points are gathered for this calculation. The 

altitude of the study area is about 1100 meters above 

sea level, with a height difference of nearly 477 m. The 

study area with the sample points is illustrated in 

Figure 1. 

 

 

Figure 1. Study Area and Sample Points  

https://www.emeraldinsight.com/doi/abs/10.1108/eb023867
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Methods 
 
Everything is related to the other things; however, 

near things are more related than far things [12]. This 

is the first law of Geography introduced by Waldo R. 

Tobler's in 1969. This law is fundamental to the 

analysis of geographic data. In the interpolation of 

elevation as geographic data, the nearest points are so 

important to estimate uncertain points. The tech-

niques used for mapping surface from some sample 

points are called Geostatistics, which calculate values 

of uncertain points. A set of 530 points covering the 

study area is collected with known X, Y, and Z coordi-

nates. These points are used to generate the elevation 

model through three different methods. At the same 

time, some points are also used to validate these 

methods. In other words, 70% of data is used to pro-

duce an elevation model, and the remaining points 

are used for validation and evaluating the results. 

These divided data sets are also applied for training 

and testing in the ANN method. The methodology 

used in this paper is illustrated in Figure 2. 
 

 

Figure 2. The Methodology 
 

As seen in Figure 2, the methodology consists of five 

stages. At first, some points are gathered from the 

study area. These points are then divided into 

training and testing ones, which are going to be used 

in the next stage. In the third stage, three different 

methods are defined and implemented on gathered 

elevation points to generate DEM. root mean square 

error (RMSE) of each method is then calculated and 

the obtained models through each method are eva-

luated.  
 

Inverse distance weighting (IDW) is the simplest 

interpolation method [13]. The logic behind that is 

approximately based on Tobler's first law, which near 

object to one another is more alike than those that are 

far away. In this method, the height of each unknown 

point is  just obtained by measuring the average of the 

elevation from surrounding points with correspond-

ing weighted values [14, 15]. The formula for this 

model (Equation 1). 

𝑥∗ =
∑ 𝑥𝑘∗ 𝑤𝑘

𝑛
𝑘=1

∑ 𝑤𝑘
𝑛
𝑘=1

  (1) 

𝑤𝑘 =
1

𝑃
𝑘𝑥
𝑗  (2) 

Where x* is the point with an unknown value, xk is 
the known point value, and wk is the weight. The 
weight is calculated using Equation 2, which is the 
inverse distance between unknown and known 
points, and P is their distance.  
 

wk controls the effect of neighboring points on the 
interpolated value. If a higher power is set, it lessens 
the influence of far points. In this research, the 
common value of 2, expressed in most researches, is 
used for variable j in Equation 2. Finally, 12 nearest 
points of input data are specified for each unknown 
point to perform the interpolation. In Figure 3, the 
contours obtained through the IDW algorithm is 
shown. 
 

In the next step, Kriging (Gaussian process regression 
as an advanced Geostatistical function) is used. This 
method is developed by Georges Matheron [16], The 
Kriging method is a powerful tool for modeling 
various phenomena [10] such as elevation. This 
method is now widely used in the spatial fields to 
predict values over a spatial region. The Kriging 
method is a computation intensive process with a 
local geostatic interpolation. The process starts with 
the exploratory statistical analysis of the data with 
variogram modeling to create the surface and explore 
the variance surface. The formula of Kriging is 
somewhat similar to IDW, which is based on the 
weight of the surrounding values, and the formula is 
formed as a sum of the weighted data. [17, 18].   

𝑥 = ∑ 𝜆𝑘𝑥′(𝑠𝑘)

𝑛

𝑘=1
   (3) 

Where, 𝑥 is the prediction location, and 𝜆𝑘 is the 
weight of measured value at the kth location and 𝑥′(𝑠𝑘) 

is the measured value at the kth location. In Figure 4, 
the contours obtained through the Kriging algorithm 
is drawn and illustrated. 
 

The third interpolation method used in this paper is 
the artificial neural network (ANN). The ANN is one 
of the main tools in artificial intelligence and has an 
essential role in finding a solution in different fields of 
science. ANN can be trained to generate a model for 
the relationship between input and output data. In 
this paper, the neural network is trained with a feed-
forward backpropagation algorithm. Feed-forward 
backpropagation is a simple type of ANN; the data 
processing moves only in the forward direction. As 
seen in Figure 5, the input information goes through 
the hidden and output layers without any loop or cycle 
in the network [19]. The neural network is program-
med with two hidden layers, and ten neurons in each 
layer. Besides, 2D coordinates (X and Y) are used as 
training input, and the Z coordinate is also used as 
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training output. As shown in Figure 5, the coordinate 
of points (X, Y) are considered as input, and the 

Elevation is set as output. The result obtained 
through the ANN is presented in Figure 6. 

 

Figure 3. Contours Obtained from IDW Method 

 

 
Figure 4. Contours Obtained from Kriging method 
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Validation  
 
To validate each algorithm, and find out which one 
performs better, root mean square error (RMSE) is 
used as an indicator. RMSE is given as; 

RMSE = √
1

𝑁−1
∑ (X − Y)2𝑁

𝑘=1
 (4) 

Where N is the sample size and (X-Y) is the difference 
between the observed and obtained elevation. Finally, 
after implementation, the estimated values for 
control points are extracted and compared with real 
values. Table 1 shows the obtained result. 
 
Table 1. Obtained Results for Different Algorithms. 

 IDW Kriging ANN 

RMSE 9 m 7.2 m 5.9 m 

Discussion and Conclusions 
 

Interpolation, the process of estimating the value of 

unmeasured points by using measured points, can be 

used widely in any point data set and geographic-

related science such as elevation, rainfall, and so on. 

In this paper, three common interpolation methods 

were chosen and applied in the study area. As men-

tioned, 70 percent of the collected points were used as 

input data to generate DEM. Then remaining points 

were used for validation. So that the validation is done 

by comparing the elevation of test points with obtain-

ed ones through interpolation models. As seen, the 

obtained RMSEs in Table 1, ANN method has the 

best result with RMSE of 5.9 m. As expected, Kriging 

model has a better result than IDW with RMSE of 7.2 

m. The RMSE obtained from IDW is equal to 9 m. 

 

Figure 5. ANN Structure 

 

 
Figure 6. Contours Obtained from ANN Method 
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The differences among the results have diverse 

reasons. The performance of IDW was the weakest 

one in comparison with the other methods. The 

performance can be improved with changing the 

weight of distance and kernel function. The general 

type of IDW was used in this article.  
 

Although the logic behind IDW is similar to Kriging, 

there are some differences between them. The main 

difference is that the IDW can only estimate between 

maximum and is not appropriate for mountainous 

areas, but it can perform well in terrains areas such 

as cliffs. On the other hand, Kriging can cause the 

estimated points to be lower or higher than the real 

amount, and the weight is based on the overall spatial 

arrangement of the known points. It seems this 

difference can have a high effect on the obtained 

result. ANN performed very well in interpolation. In 

ANN, the used algorithms and number of layers and 

layers can have a remarkable effect on the obtained 

result; however, the general setting was applied in 

this article. Although ANN performs are like a black 

box, which is not clear for decision making, it 

successfully deals with generating an elevation 

model. In this paper, the default and general values of 

the algorithms were used. In other words, the algo-

rithms were compared based on their general values. 

Each of these algorithms depends on a series of 

variables. Changing these variables will improve the 

response of the algorithms. Finding the best value for 

the variables of each algorithm can be considered in 

future research. 
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